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Samee Khan: First, let me thank everybody for be-
ing here. IEEE Cloud Computing was started with 
the intention to reach out to a very diverse set of 
individuals. They might not only work in academia, 
but also industry, or they might be up and coming 
students who want to work in this field. So with 
each issue, we try to bring in folks who have exper-
tise in the field, have worked in the field in the past, 
or are currently in a position where they can com-
ment on the policies and procedures. Let’s start by 
having each of you make a general statement about 
the state of the art of the cloud-assisted Internet of 
Things and how important security is in that par-
ticular system. 

Martin Carlisle: We’re living in something like the 
Wild West. We don’t have good regulation. We don’t 
have good security. Security is essential in the In-
ternet of Things. We now have all sorts of devices 
in our homes that are connected to the Internet and 
made by people who have no experience developing 
Internet-connected software. If your refrigerator is 
now on the Internet, you’ve introduced all sorts of 
new vulnerabilities to your home network. Perhaps 
criminals can now use your refrigerator to tell when 
you’re not home and burgle your house. Or maybe 
they can use it to gain access to your home network 
and steal your bank account information from your 
computer. 

We really have a long way to go in this area.

Mark Hagerott: That was a great lead-in, so I will 
build on what Dr. Carlisle was saying, why this is so 
significant, and how to convey to your readers, how 
it’s so much more significant than they might oth-
erwise observe. Before, when you had the security 
of the cloud, databases, banking information—you 
could have backups. You could have hard drives. You 
could have alternate sites. You could have insurance 
companies back up your data value if there was a 
space between what was being processed and what 
went down. You know, it’s all recoverable in a way. 

But now that you’re moving into the Internet of 
Things that exist in what I call human space and 
they’re becoming ambulatory—from the Roomba 
vacuum cleaner, to the thermostat, to the furnace 
that actually acts on the environment by bringing gas 
in, igniting it, burning it safely. In contrast, an actor 

could hack the furnace, shut off the pilot light, send 
gas into the room, and then you turn it on. You’ve 
now acted on a physical environment that no insur-
ance policy will bring back your house or your life 
when you’re in it. Consider Google driverless cars, 
and so on. So what’s different is the cloud-assisted 
Internet of Things is now the downside, in many 
ways, of the Internet, applied to things that move in 
human space. 

This is new—fundamentally new for most 
Americans. 

Ravi Sandhu: To follow up on the previous two 
speakers, I think what is fundamentally different 
from a security perspective is that there is physical 
risk coming into the picture. You know we’ve wor-
ried about security of Web-based systems for the en-
tire life of the Internet. But ultimately, that’s about 
money. Money is kind of easy to deal with. It’s a 
common denominator. Its value is well understood. 
And if your loss can be compensated with money, 
it’s just typically the mechanism today. We seem to 
have gotten somewhat of a handle on it. But when it 
comes to physical damage, which could range from 
being somewhat minor to life-threatening or cer-
tainly threatening parts of your body, I think we’re 
going to see a qualitative change in what happens. 
I’m not sure how the security research community 
should address that change, but at least we have to 
recognize it’s there, and think about what it means 
as to the nature of the research we do.

Weisong Shi: I agree with all that has been said. 
I think that the IoT combined with the cloud, no 
matter how we think about its security, it’s going 
to be there. However, while we’re enjoying the 
type of convenience the cloud-assisted Internet of 
Things brings to us, it also brings a huge amount 
of risk from both a security point of view—access 
control kinds of things—and privacy issues. For 
example, recently Shodan (www.shodan.io) was in 
the news. It’s basically the search engine for the 
IoT equipment. If you join at Shodan, you prob-
ably can see a lot of things that are not intended 
to be seen.

I think this has created a lot of work for aca-
demia. It’s an opportunity for researchers, but it also 
brings huge changes to us as human beings. 
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Samee: Thank you so much for starting off this con-
versation. Let me dive into the first question, which 
happens to be the most difficult one. How do you 
define cloud-assisted Internet of Things? And how 
is it different from a nonassisted Internet of Things? 
Or do you see any difference?

Mark: Well, for a general reader, that would be quite 
hard. My dad was a Navy technician in the 1950s. 
He operated mainframes called General Electric 
Computers and they linked the banks in their re-
gion together. That was kind of a cloud. So the ques-
tion is kind of splitting hairs a little bit. I would say 
nonassisted Internet of Things is something that is 
running, it has the processing power to run and do 
its function, and it happens to be connected to the 
Internet to allow communications—such as with the 

furnace example, where someone could tie into and 
change the thermostat. 

Cloud-assisted—I would say it starts to now in-
teract with the cloud in more of a network of things, 
learning behavior, other data. For example, using 
the furnace case, you’re expecting an ice storm, so 
the furnace picks up the weather data and heats the 
house, because we know the power lines may come 
down, and you want a temperature boost before the 
power goes down. 

So it’s splitting hairs a little bit, but lends itself 
to more complexity and more potentially—and I 
guess the topic really here is security—more ways 
that trouble can start. Before it was just I’ll connect 
to the Internet so I can watch the temperature. Now 
it’s actually more of a control algorithm—artificial 
intelligence, low level—because the cloud is giving it 
advice and telling it what’s best to do. That’s my best 
swing at that, but I wouldn’t spend too much time 
on that distinction. 

Ravi: I think, first of all, this is relatively new, the 
cloud-assisted IoT, at least to me. I think of the IoT 
as existing at two layers—the physical layer and 
the virtual layer. The virtual layer is essentially in 
the cloud. And to get full benefit, even in the little 

experience that as consumers we already have—
things like wearable devices and so on. Unless the 
data is aggregated in the cloud and managed in the 
cloud, the value of the device isn’t that compelling. 
So it’s almost intrinsic, in my opinion, that data 
will have to be exchanged between the physical and 
virtual counterparts in real space and cyberspace. 
The current situation there is that these things are 
probably going to start being developed as propri-
etary islands. 

For example, I have an ecosystem of a par-
ticular company, like a Fitbit, and an ecosystem of 
a competing company, and so on. But they’re go-
ing to be fairly siloed. Eventually the vision would 
be that somehow they would need to collaborate or 
exchange data with each other. I think it’s going to 
play out, and we end up with a totally siloed world, 

structured in sort of corporate interests, 
or we come up with something more 
open. I think it’s a very different kind of 
world, depending upon how that tech-
nology works, if it works.

Weisong: I would say it is the cloud-
assisted IoT that makes it really mean-
ingful for the IoT. If an IoT device isn’t 
connected to the Internet, then it’s not 
really an IoT. I would say cloud-assisted 

IoT is maybe the IoT becoming real IoT. But if you’re 
looking for cloud-assisted, I think that could make a 
lot of things happen. Because before the IoT is not a 
command or without intelligence from the cloud. The 
core thing here is, with the cloud, you can combine 
multiple heterogeneous data sources together, and 
then it can help you to make more decisions. That’s 
the power brought by the cloud-assisted IoT here. 

As an example, in Detroit, there’s a new app 
called ParkDetroit, which is really powerful. For 
example, my wife can drive to downtown Detroit, 
and she doesn’t need to pay anything [for parking]. 
She just calls me and I can use my app, even, for 
example, when I am traveling in China. She’s go-
ing to see a zone number there, and I can make a 
payment for the car and the particular location in 
Detroit. So now this is super convenient for drivers, 
because you don’t need to find coins. I think this 
is one of the typical examples for how the cloud-
assisted IoT works. 

The app for the parking authority personnel is 
even more cool. What they do is they drive a car 
with a camera. As they pass by, they do a real-time 
analysis of each of these plates. If you already paid, 
they go. Otherwise, a ticket is generated immedi-
ately to you. 

How do you define cloud-assisted 

Internet of Things? And how is it different 

from a nonassisted Internet of Things?
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That’s just one example to show that this cloud-
assisted IoT can provide a huge benefit here. But 
later on when we’re talking about security, I’m going 
to use this example again to mention the potential 
challenges here.

Martin: As was said, the IoT involves the Internet. 
If you don’t have the Internet, you don’t really have 
IoT. So when I was thinking about cloud assisted, if 
I could use the parking example—at midnight, we 
don’t really need much computing capacity to sup-
port what’s going on with the parking apps. But at 
noon we’re going to need a lot more computing ca-
pacity. That’s really what cloud computing is about. 
It’s having a scalable computing infrastructure to 
support the devices. So, to me, the idea of the cloud-
assisted Internet of Things means that we’re using 
an on-demand scaled cloud computing infrastruc-
ture, rather than a fixed infrastructure, to support 
the devices.

Samee: Now that we have a good grasp on what is 
cloud assisted and what isn’t cloud assisted, let me 
ask you this: what, in your opinion, is the primary 
security risk associated with the Internet of Things, 
cloud or non-cloud assisted?

Ravi: Risk involves security. I’ll highlight two. From 
a researcher’s perspective, what’s interesting is re-
ally what is qualitatively new in this arena. And I 
think I already mentioned one aspect, which is the 
physical aspect of things actually causing you physi-
cal damage, which can happen in many different 
ways. It’s fine to carry around a little wearable that 
gives you your heart rate, but if it reports a wrong 
value, an incorrect value, that can cause problems. 
And I have actually anecdotally known of people 
who have panicked because they had a bad reading 
on their wearable. 

And so, the physical damage aspect, which can 
occur in more ways than first come to mind, is one 
thing. The second thing is the autonomy and the 
interaction between things, and the autonomy of 
the decision making. If you look at driverless cars, 
right now they kind of hand over to a human driv-
er in a panic situation. There are some statistics 
about how often that happens with Google cars. 
But if you extrapolate that to a world where mostly 
we are in driverless cars, these cars will now have 
to make some decisions. Of course they will want 
to avoid accidents, but as a practical matter, there 
will be situations where accidents will occur, if only 
because one of these cars blows a tire, or the brakes 
fail, or something like that happens. They’re not go-

ing to be perfect. And, there will be an issue about 
going through a calculation as to how to minimize 
the damage. Some serious ethical issues could arise 
here. For example, should they try to save the people 
in the expensive car or in the cheap car, to put it in 
terms that anyone can relate to.

Weisong: I think what most people worry about is 
the privacy issue. But I wouldn’t say it's because 
you’re collecting a lot of my information, and then 
this is potentially being seen by other people. For ex-
ample, you’re sending the data to the cloud, and you 
have no idea who is going to be accessing this type 
of data. As a data producer, you generate this data to 
the others and that is potentially a huge risk, and it’s 
out of your control basically. That’s one part. Since 
you rely on the cloud to make a decision for you, you 
have to really trust that all the security problems in 
cloud computing will be reinforced here.

Continuing with my parking example, if some-
body is somehow controlling the City of Detroit’s 
database, that person could easily give tickets to 
anybody if he or she wants. For this reason, for ex-
ample, in Ann Arbor, Michigan, if you get a ticket, 
you can argue for yourself. If you can prove that, 
hey, I’m not in this location during this time, I can 
prove I’m not here at all, and send the ticket back to 
the parking authorities, they won’t charge you. 

With that said, the cloud-assisted IoT is actually 
open to more risks than the purely alone IoT equip-
ment because you’re disconnected. Another example 
you’ve probably heard about on the news, is people 
shutting down, stopping a car on the highway. It ex-
ists today. It’s already doable, like GM’s OnStar sys-
tem allows you to start your car remotely. This is for 
a good reason. But if it was in the control of a mali-
cious person, it could be a disaster. Somebody can 
open your car somewhere. This is already a huge risk 
for us. So I think that is a particular challenge for 
the so-called cloud-assisted IoT.

Martin: The big issue I see here is that we now have 
device manufacturers adding Internet connections 
to things, without concern for security or privacy, 
and we’re repeating a lot of the mistakes that we 
made with personal computers, and then with mo-
bile phones. A company might decide, wouldn’t it 
be great if my refrigerator, my exercise bag, or my 
whatever talked to the Internet? And that company 
might be really good at making refrigerators or ex-
ercise bags, but they could have no idea what to do 
to protect their customers on the Internet. And they 
likely wouldn’t have any plan for how to update the 
software on the devices if they discover a problem 
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later. I think that’s the big issue. It’s sort of a rookie 
hour on the Internet of Things.

Mark: These are all resonating. The framework that 
I used, that I briefed at several places (I was just 
at the National Convention of Chambers of Com-
merce) to try to put it in layman’s terms is basically 
that what we’re seeing today is two macro events. 
The massive big data we talk about where you can 
have so much predictive analytics and the whole cy-
bersecurity implications of that, and then the move-
ment of digital controllers into human space, which 
in the most extreme case, is autonomous machines, 
which we’re testing in the military and up here in 
North Dakota, where you just completely turn it 
over. But the middle ground is human-machine in-
tegration, where a human operator has part of it, the 
algorithm has part of it, the cloud has part of it, and 
you get something that seems like it’s running just 
fine. Like someone was saying—I know how to run a 
furnace. We know how to secure the cloud in itself. 
But then you put the cloud and computing into now 
an Internet-connected furnace, and you have some-
thing as simple as what happens if you have a power 
surge. Do you start the furnace automatically? Or 
does a human need to come in and verify that the 
pilot is there and running? And, quite frankly, de-
pending on the age of the furnace, you have differ-
ent procedures, but people back-fit things on here 
and don’t think about the security. 

So it’s that intersection of human, machine al-
gorithms, and the cloud that creates these unper-
ceived combinations. And as someone said in the 
very beginning, people could really die this time. 
So it’s not just like, oh, we had some data problems. 
So that’s the biggest thing, is that interaction of dif-
ferent skillsets, of knowledge sets, in this gap that’s 
now being filled in an imperfect way.

Samee: This is definitely a new era for us. In your 
opinion, are the conventional security techniques and 
standards sufficient and implementable to a cloud-
assisted Internet of Things? 

Weisong: When we’re talking about conventional 
solutions, we’re not just talking about cryptography 
techniques like public key and private key. I think 
the answer is no, because right now we don’t have 
a good solution. Most of the security protocols to-
day are used for specific applications. I expect that 
in the next five years or so, we will see multiple cus-
tomized solutions for different applications. And 
then, at a certain point, maybe by 2021, people will 
sort of get a good understanding here, then they will 

start to generalize, oh there’s some things that can 
be applied here. Right now, society is at the stage 
where everybody is trying different kind of domains. 

Martin: I’m not convinced that we have very rigor-
ous conventional security standards. So it’s not at all 
clear to me how we’re going to transfer those to the 
Internet of Things. If I look at the computer on my 
desk, I regularly have to download patches because 
we are constantly finding all sorts of security vulner-
abilities in the software. We really can’t make that 
our model for the Internet of Things.

Mark: The two vulnerabilities I see that are instant 
problems for a doctoral student are, when you have 
big data, and big banking datacenters, and the So-
cial Security Administration—they could have big 
IPS [intrusion prevention systems], IDS [intrusion 
detection systems], the latest patches with teams of 
people watching the patches come in, to build on 
what Dr. Carlisle said. They could have the stron-
gest encryption. Now with the Internet of Things, 
you have some small mobile device that has this very 
limited processor, and has to run on limited memory 
capacity. So it’s got weaker algorithms, yet through 
the cloud, you can attack it. You can go to a vec-
tor where you come in and attack that component, 
or you break it into a local area network and attack 
that component, which lets you get into the cloud in 
some way. So the first one is, you have these things, 
these tentacles going out from the cloud that con-
nect back to the cloud. But how much can they pro-
tect themselves directly? 

And then secondly, you have the problem of 
physical capture. If Morgan Stanley’s service cen-
ter was attacked physically, it would be in the news 
around the world. The local police would respond. 
You’d protect the facility physically. If you’ve got a 
bunch of Internet things, and someone goes up to a 
relay station in the power grid and literally, physical-
ly bypasses the firewalls, not only physically bypass-
es them, and goes in, and they’re in now, physically. 
So now we have the Internet of Things ambulatory, 
out in space, human space, that can be captured and 
controlled, physically accessed and penetrated, and 
now a virus enters in and it goes back out. 

So again, will that stop the world running? No. 
And as Martin can probably relate to, there are lots 
of theories of warfare that have become more and 
more relevant. We might be just seeing attrition 
warfare. Cyber warfare could be attrition warfare—
good guys, bad guys, narco terrorists, rogue nation 
states—and it’s just a war of attrition. But the Inter-
net of Things is coming. It has just too many good 



M A R CH/A P R I L  2 0 16 	  I EEE  CLO U D CO M P U T I N G

efficiency benefits, safety benefits to stop. But these 
are hard problems, and probably tamper-proof tech-
nology is going to be a great field. Build a tamper-
proof technology. 

Ravi: The conventional security standards have 
hardly proven to be sufficient in the current cy-
berspace we’re already in. So clearly, the answer is 
that we are going to need something radically dif-
ferent. In particular, to a large degree, we’ve relied 
on patching. You let a few people get damaged, then 
you discover the malware, and you create signatures 
that help you protect other people from it and other 
computers from getting the same malware.

The update cycle isn’t always feasible for the In-
ternet of Things, in general. You’re not going to be 
able to update these things like you update your PC 
or even your smartphone. That part of it has to be 
rethought.

Samee: What do you all think would be 
a method where one can monitor the 
end-to-end capabilities of the Internet of 
Things? With billions of “things” spread 
across the globe, how do you make sure 
that the system is still secure? 

Martin: That’s obviously an incredibly 
hard problem. I think one of the things 
that we’re going to have to do to address the security 
issues is use strong encryption between the devices 
and the cloud. We’ll need to have some sort of—
probably artificial intelligence—techniques to say, 
“this device is now behaving differently from how 
I’ve seen it behave in the past, so maybe something 
is wrong here.” But this is a million-dollar question, 
and I’m not sure I have the million-dollar answer. 

Mark: I find myself agreeing with the Air Force. You 
keep letting him go ahead of me. 

There could be advantages to reinserting uncer-
tainty, heterogeneity into devices you think should 
be mass produced and all look the same. It’s kind 
of funny using the biological analogy that when 
smallpox hit, some people made it and some people 
didn’t because of genetic variation. In the military, 
you have gaps in systems, so you have the air gap 
type of stuff. Maybe you call it the human gap or 
the analog gap that certain systems just will not 
happen and actuate unless they’re there, or maybe 
unless two separate cloud servers concur that’s the 
right thing to do. Similarly, we can consider the Air 
Force tradition of two-person control of critical sys-
tems, particularly nuclear. In nuclear systems, two 

people have to both agree and turn the key at the 
same time. Some analogies of biology and bureau-
cracy might be brought into automated machines, 
so one vulnerability doesn’t take a whole bunch of 
them down. This might create some insufficiencies 
but save costs in long term when insurance compa-
nies will rate the cybersecurity of these systems, and 
you’ll get a better rate if you have a lot of these built-
in things that otherwise would seem inefficient. I’m 
sure that’s already happening; cyber insurance is be-
coming quite the thing. 

Ravi: I would just add one more consideration that 
is probably going to be qualitatively different with 
the Internet of Things, and that’s the security of the 
supply chain or the integrity of the supply chain. 
You’re going to have, just like you have malware, 
you’re certainly going to have counterfeit devices. 

And you’re going to have devices with malware or 
at least malicious intent embedded in them. We are 
already seeing some of these issues in our current 
environment because hardware is implemented all 
over the world and there are many opportunities 
along the way to play mischief with it. With the IoT, 
that’s another major consideration that’s going to 
come up.

Weisong: I agree that this is a very new problem 
here—how do we really monitor the end-to-end? 
I would like to point out that there is a movement 
here that we coined as edge computing, also called 
fog computing by the industry. Different from the 
traditional end-to-end argument that we put every-
thing on the end, given that the IoT equipment does 
not have enough computing power and is resource 
constrained, I think that there might be a direction 
that leverages these edge devices, which, for exam-
ple, could be your cellphone for body area networks. 
It also could be like at home, if you have a smart 
home, you have a gateway, but it is more powerful. 
You know the gateway has a home operating sys-
tem running there. So this kind of end-to-end will 
be leveraged on the devices and the edge. I think 

With billions of “things” spread across  

the globe, how do you make sure that the 

system is still secure?
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that edge computing and the edge of the network is 
probably one of the platforms that could potentially 
be used for people to design the new monitoring 
tools to solve these new issues. 

Samee: It’s certainly a great direction, so let me 
build on this because, if we are going to use edge 
devices, cellular phones, of course there have to be 
some regulations. Is there any need for the govern-
ment to be involved in IoT security? If it happens to 
be that the government is trending toward using the 
IoT in the future, what type of measures can they 
take to secure their infrastructure? 

Mark: I might just answer the first one so the Air 
Force has something they can say, because I’m sure 
they’ll agree with me. But I will say the answer is 
yes. And, again, using the physical analogies, we had 
a time in human society, the feudal society, when 
basically individuals and businesses—if you want to 

call them that because they were agribusinesses, you 
know, the castle, the fiefdoms—they provided secu-
rity. And it was called the Dark Ages, okay. It was a 
dangerous time. When you had obligations to pro-
tect the life and limb of its population, in return for 
taxes, and agreeing to regulations and laws, you had 
a safer environment to do things. So if all the sci-
ence fiction writers are right that our identities, our 
very essence, our privacy, our deepest secrets are go-
ing to be going online—and I watch my kids putting 
more and more online all the time—then the elected 
leaders and the governments are going to have to 
have a role. 

Another way to think about this: think about 
data residing in places you don’t trust. Can you 
imagine, right now, the Iranians, who have a pri-
vate company maintaining security for their people,  
that gets bought out by the Saudis, and the Iranians 
being okay with that. The Saudis bought out a com-
pany, and now they’re going to run cloud services 
for the Iranians, for most of its people. You can see 
that case where the answer would be “no.” The Ira-
nians want an Iranian-regulated company providing 

cloud services for its people. I just think it’s inevi-
table that government regulation is going to come 
into play here, and as much as Amazon and Google 
and everyone else don’t like it, that there’s going to 
be more and more. 

Eric Schmidt, in his book The New Digital Age, 
talks about this, that more and more restrictions—
they call it the Great Firewall of China—but there’s 
some wisdom to the idea that sovereignty extends 
into cyberspace. And, again, the legal people will 
tell you now, there’s the whole issue of where’s the 
data residing. The Germans are very anxious about 
their data residing in American companies. I’m not 
saying anything we haven’t all heard about. But in 
answer to your question, yes. The government is go-
ing to have to be in there, not only thinking about 
where data is stored, but also standards, which is 
why we have NIST [National Institute of Standard 
and Technology] and other places that set standards. 
So, yes is the short answer. 

Ravi: Clearly there has to be a role for 
the government, but we don’t want to 
slow down innovation. So there’s this 
tricky balance between having suf-
ficient openness, lack of regulation, 
to allow innovation to take place, ver-
sus laying down regulations to control 
things. Historically, such regulations in 
cyberspace have been often completely 
out of date. We are currently seeing de-

bate about encryption—privacy versus security is-
sues. This is an important debate. It’s about privacy, 
it’s about innovation, and it’s about national securi-
ty, and our current government governance methods 
are simply not set to the same speed. If they don’t 
work at Internet speed, they’re not going to work 
with Internet of Things speed. This is a big dilem-
ma. I don’t have any good solutions. Somehow if our 
politicians could be made wiser than they currently 
are. Short of that, I’m not sure what we could do un-
til we get some really thoughtful people who really 
care about the country and not just about their per-
sonal situations.

Weisong: When we’re talking about the govern-
ment’s role in this kind of new security of the IoT—
let’s take a look at the government roles, for example, 
on the energy consumption. For example, when you 
walk into any appliance store, you see all of these 
home appliances have an Energy Star value, right? I 
think why the government can be easily involved is 
they have a well-defined metric. Similarly, we have a 
fuel efficiency metric for the car industry. However, 

Clearly there has to be a role for the 

government, but we don’t want to slow 

down innovation.
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the security is very different here because security, 
right now, doesn’t have a metric. 

I think the government will need to go to a cus-
tomized solution. Say if you’re working on a smart 
grid, the government can put in a certain amount of 
regulations there in terms of how data is collected 
and used. 

Martin: I strongly believe there is a role for the gov-
ernment in the security of the Internet of Things. 
If you look at bridges, once upon a time, anybody 
could build a bridge. After enough bridges fell 
down, we decided that we needed professional en-
gineers. Only professional engineers could sign off 
on designs for bridges. Or if you look at toasters, we 
have the Underwriters Laboratories. You can’t buy a 
toaster if it hasn’t been certified by the Underwriters 
Laboratories. We don’t really have anything like that 
for software. 

We’re reaching the point now where we’ve had 
enough failures, enough loss of security, enough 
loss of money, that we need to start doing some-
thing like that. The FAA [Federal Aviation Admin-
istration] has very strong requirements for software 
that’s used in flight. We need to think about hav-
ing requirements for software that’s used in devices 
that consumers are going to put in their homes. 
Another big step would be providing legislation 
for liability for the manufacturers, so that if some-
body puts a refrigerator in my home that has soft-
ware, and that software enables people to spy on 
me through the refrigerator, I can bring a lawsuit 
against that manufacturer.

Samee: At this moment, I would like to thank all of 
you for participating in this roundtable, which was 
enlightening and beneficial on many levels. Thank 
you all. 

he topics discussed in this roundtable on the 
security issues pertaining to the cloud-assisted 

Internet of Things are relevant to cutting-edge aca-
demic research as well as for the governmental en-
tities to take notice on the policies and procedures 
related to the cloud-assisted Internet of Things.
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